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https://towardsdatascience.com/ways-to-detect-and-remove-the-outliers-404d16608dba
https://towardsdatascience.com/feature-engineering-for-machine-learning-3a5e293a5114
http://demo.clab.cs.cmu.edu/NLP/
http://u.cs.biu.ac.il/~89-680/


Announcements …

• Ugly news: We have been forced to shut down part of the project! 
We are not allowed to use the raw image/text anymore. 


• Bad news: We can still use some features (next slides), so the project remains 
the same!But it gets much easier…less fun…


• Good news: We can still use the relational data!
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LIWC features

• LIWC -> Linguistic Inquiry and Word Count


• LIWC is the gold standard in computerized 
text analysis.


• How to interpret LIWC features? http://
liwc.wpengine.com/interpreting-liwc-output/


• Read this paper: https://www.cs.cmu.edu/
~ylataus/files/TausczikPennebaker2010.pdf
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How does it look like?
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LIWC features
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https://repositories.lib.utexas.edu/bitstream/handle/2152/31333/
LIWC2015_LanguageManual.pdf

Full details:

https://repositories.lib.utexas.edu/bitstream/handle/2152/31333/LIWC2015_LanguageManual.pdf
https://repositories.lib.utexas.edu/bitstream/handle/2152/31333/LIWC2015_LanguageManual.pdf


NRC features

• NRC Emotion Lexicon -> Nuances of Emotion


• NRC can be used to identify personality, take a look at this paper: 
https://pdfs.semanticscholar.org/
45d0/660b7bbf60f53be75e4c263bd7c135b66a1d.pdf
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How does it look like?

!8



!9

NRC features

We use a bag of words approach and do not consider any misspellings (e.g., hapy or 
haaaappy), negation (e.g., not good), strength of the emotions using adjectives or 

adverbs (e.g., very happy vs. happy) or combined words (e.g., long-awaited vs. long 
awaited). Moreover, any emotions expressed with words that are not present in the 

NRC lexicon will remain undetected.



Oxford features

• Facial point features


• More info: https://azure.microsoft.com/en-ca/services/cognitive-services/
face/
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How does it look like?

You may have an image without a face 
You may have an image with multiple faces



Oxford features
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How to use page likes?
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Page likes
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Matrix based
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Page1 Page2 Page3 Page4

User1 1 1 0 0

User2 1 0 1 0

User3 1 0 1 1

User4 0 0 1 0



User-Page-Profiling
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User-Page-Profiling
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User-Page-Profiling
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Next steps?

• Try feature selection (Week 6)


• Try dimension reduction techniques e.g., PCA (Week 3)


• Use different classification/regression techniques (Week 3)


• Measure the performance of your model on the train data, i.e., try model selection, cross 
validation (Week 4)


• Measure the importance of each page/feature (Week 6)


• Combine features, use clustering (Week 3), ….


• …


• Do you want to know more about feature engineering in graphs? 
Graph mining and recommender systems on Week 12
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